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Anisotropic nuclear quadrupole interactions can produce resid-
ual quadrupole splitting in the NMR spectra of rapidly moving
quadrupolar nuclei in incompletely disordered aqueous heteroge-
neous systems. Such systems may include hydrated sodium nuclei
in biological tissue and biopolymer gels. To describe the NMR
signals from such samples, we use a domain model in which each
domain is characterized by a quadrupole frequency and a resi-
dence time of the nucleus. We show that the signals from each
domain after one pulse, the quadrupole echo sequence, and the
various multiple quantum filters (MQFs) can be expressed as a
linear combination of five different phase coherences. To simulate
the effect of various distributions (Pake powder pattern, Gaussian,
etc.) of quadrupole frequencies for different domains on the NMR
signal, we have written the computer program CORVUS. COR-
VUS also includes the effects of exchange between different do-
mains using diffusion and random jump models. The results of
computer simulations show that the Gaussian and Pake powder
pattern quadrupole frequency distributions produce very different
phase coherences and observable NMR signals when the exchange
rate (1/7,.) between different domains is slow. When 1/=, is similar
to the root mean square quadrupole frequency (o), the signals
from the two distributions are similar. When 1/7, is an order of
magnitude greater than o, there is no apparent evidence of quad-
rupole splitting in the shape of the signal following one pulse, but
the residual effects of the quadrupole splitting make a significant
contribution to the fast transverse relaxation rate. Therefore, in
this case, it is inappropriate to use the observed biexponential
relaxation rates to obtain a single correlation time. The quadrupole
echo and the various MQF signals contain an echo from the
satellite transitions in the presence of quadrupole splitting. The
peak of this echo is very sensitive to 1/7,. The time domain analysis
of these signals is more direct and less ambiguous than the fre-
quency domain analysis because the echo does not occur at the
beginning of data acquisition. The quadrupole echo pulse sequence
is the most sensitive detector of residual quadrupole splitting and
exchange of sodium ions between different domains. However, if
the sample is compartmentalized so that only a fraction of the
nuclei have quadrupole splitting, the double quantum magic angle
filter (DQ-MA) is more suitable. This is because the DQ-MA signal
contains only the contributions from satellite transitions. Use of
simulations to analyze signals from various one-pulse, quadrupole
echo, and multiple quantum filter pulse sequences can yield infor-
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mation on substrate order and aid in quantitation of multiple
quantum filter signals. © 1998 Academic Press

Key Words: coherences; exchange; order; quadrupole splitting;
transverse relaxation.

INTRODUCTION

There is considerable interestaNa quadrupole splitting in
biological tissue such as cartilage, skeletal muscle, and bra
(1, 2. It has long been known that, because of anisotropi
interactions, NMR signals of quadrupolar nuclei sucitsn
aqueous, locally ordered systems such as xanthan gum a
montmorillonite clay exhibit nonzero residual quadrupole
splitting (3, 4). This splitting depends on the local order of the
macromolecules and clay sheets. For any given nucleus, m
lecular diffusion in the sample causes its quadrupole frequenc
to be time dependent. In like fashion, tA#%a NMR signals
from samples such as biological tissue and biopolymer solt
tions and gels are also expected to be affected by macrom
lecular order and time dependence of the quadrupole fre
guency. Hence, we should obtain information on the substrat
structure and order from analysis of NMR signals following
appropriate RF pulse sequences.

To obtain this structural information from spin 3/2 NMR
data, we use simulations based on a general mathematic
model. In this model the various NMR signals depend on the
conventional relaxation rates and quadrupole frequencies alt
are expressed as linear combinations of phase coherences. T
formulation can encompass various physical models of aque
ous heterogeneous systems involving different distributions c
guadrupole frequencies and time dependences of these fi
guencies.

For the simulation and analysis of spin 3/2 data from par
tially ordered systems, we use the domain model that wa
developed to analyze the NMR signals frésnuclei of water
in aqueous heterogeneous systeB1H( . In this model, the
sample comprises domains that are nonrandom arrangeme
of macromolecules with which the fluid molecules and hy-
drated ions interact anisotropically. The local rotational anc
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translational motions of water molecules and hydrated ionsliiological tissue I, 2) may not always be in the limiting case
a domain are rapid and contribute to the spectral densitiglsor, < 1 and that it is appropriate to examine the genera
Jo(0), Ji(wg), and J,(2w,) that determine the conventionalcase. Simulations in terms of the structural parameters,
transverse relaxation ratesg ands,. In other words, within a andr, facilitate the analysis of observed signals. A preliminary
very short period of time, these rapid motions cause a givegport (L4) on the analysis of°Na NMR signals from a 20%
spin 3/2 nucleus to experience all of the different kinds of locabnthan gum solution illustrates an application of this proce
environments (“bulk’” aqueous phase, specific binding sites ature.
the macromolecules, and nonspecific binding sites on the macin this paper we carry out an elementary density matri
romolecules) within the domain; all nuclei in the domain havealculation of the transverse magnetization for spin 3/2 nucle
the same relaxation times. The local anisotropic interactionstbfit have a constant quadrupole interaction and apply th
ions with a given macromolecule, together with the nonrandoralculation to one-pulse and two-pulse sequences. The NM
arrangement of macromolecules in the domain, cause the Bignals from these RF pulse sequences are expressed as lin
cleus to experience a small residual electrostatic field gradi@embinations of two and five phase coherences, respectivel
(efg). This efg is characterized by the principal vagggmlong Various multiple quantum filter signals are also expressed &
its major axis, whose orientation is determined by the domdinear combinations of the same five phase coherences. Tl
orientation, and the asymmetry paramejefhus, the domain NMR signals are calculated for several distributions of con-
is characterized by a value of quadrupole frequeagythat stant quadrupole frequencies. Then, the quadrupole frequen
depends on the orientation of the domainBg The funda- for a given nucleus is allowed to be time dependent due t
mental cause of the local residual efg is the presence of trerious models of motion. The effects of such time depen
macromolecules. These macromolecules may have electteances on various NMR signals are examined. Finally, w
charges and local electric dipole moments and also caukaw implications of these time dependences for the interpre
distortion of the hydration atmosphere of the ions. tation of NMR data from incompletely disordered systems.

If all the domains have the same residual efg and are
parallel, the sample is a liquid crystal that gives narrow lines in EXPRESSION OF NMR SIGNALS AS SUMS
the NMR spectrum. If the molecules and hydrated ions are OF PHASE COHERENCES
constrained within given domains and if the different domains
are randomly oriented with respectg, the NMR spectrum is Density Matrix Calculation of Transverse Magnetization
the Pake powder pattern. Samples that have domains of a wideith Quadrupole Splitting
range ofeqandn values (poorly ordered) can have a distri-

) ; . . The density matrix method is used to calculate the NMR
bution of wg values that is approximately Gaussian. In all the y

: . Sé?fgnals for spin 3/2 nuclei that experience a residual nuclee
cases, we define the quantity as the average of th‘% values uadrupole interaction. Initially, we assume that this quadru

taken overl al Ithe dgmalnf. Bgcal:si ttranslatcljonal ,d'ffuﬁ'?) le interaction is constant. The effects of time dependence «
causes molecules and ions to migrate between domainsdhe e quadrupole interaction are considered after the basic fun

\éaluegb tht?f t?e n(LchIel prerlelncte are ?tr;e dependetzlnt. s that describe the transverse magnetization are derived.
escribe this ime dependence in lermsoihe average ime thi& calculation 15), the total nuclear spin wave functioh is
that a nucleus resides in a given domain. The domain size an

the translational diffusion coefficient determine the value of

This is an exchange process with the consequent line broad- ¢

ening and line narrowing effects that modify the NMR signals W = Ciduz + Cobuzt Cauzt Cadaz= 2 Collny [1]

from various pulse sequenced.( nt
To explain the biexponential transverse relaxation charac

of ?Na NMR signals of biological tissue, Berendsen and Edz

proposed §) a fast-exchange domain-type model in whigh,

< 1. Later, the transverse relaxation @Na in dilute poly-

electrolyte solutions was explaine8) (by a similar fast-ex-

change model. Springell@ has recently concluded that a

tgeéere ., are the orthonormal spin functions for the faur
values of the nucleus. We assume that the quadrupole intere
tion is much smaller than the Zeeman interaction and write th
Hamiltonian¥ as the sum of these two interactions:

model of the Berendsen type is the most realistic one, among W=, + Hq. (2]
several possible alternatives, for the descriptiof’dfa signals )
in biological tissue. For spin I = 3/2,

Recent papers repoffNa quadrupole splitting in xanthan
gum solutions {1) and k-carrageenan solutiond %) that de- #,= —vhByl, (3]
pends on sample preparation. Al$d\a in articular cartilage %o = (€2Q/24)(3 co20 — 1

shows quadrupole splitting that depends sample compression _
(13). These observations suggest that biopolymer gels and + 7 sir’6 cos 2p) (31 — 15/4), [4]
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wherey is the nuclear magnetogyric ratif,is Planck’s con- case with infinitely strong 90-degree pulses and perfectly hc
stant divided by #, 1, is the nuclear spin angular momentummogeneoud3, andB,. The effect of the pulse on the density
operator,eQ is the nuclear quadrupole momerdg is the matrix is represented by

principal value of the residual efg along its major a¥ignd ¢

are the polar and azimuthal angles of the orientation of the efg p— PpP™. [15]
major axis inBy, and n is the asymmetry parameter of the
residual efg.

The spin system is at equilibrium before the application of
The energy levels are then

the first RF pulse. The equilibrium density matriX has
nonzero elements only along the diagonal. Becalise> ¥

Eaz= —(3/2)yhB, + (€?9Q/8) in Eq. [2], and because the nuclear spin energy levels are sm:
X (3 co€6 — 1 + 7 sirf6 cos 2b) 5] compared tkT, the diagonal elements of can be written as
Eyo= —(1/2)yhB, — (62qQ/8) pd = 1/4+ 3e [16]
X (3 cog0 — 1+ m st cos 2p) [6] 0%, =1/4+ e [17]
E_i2= (1/2)yhB, — (€?qQ/8) p%=1/4— € [18]
X (3 cog0 — 1+ n sirte cos 2p) [7] p% = 1/4— 3e. [19]
E_y2= (3/2)yhB, + (€29Q/8)
X (3 cog0 — 1+ n Sinf6 cos 2p). [8] Then, because
The observed pulse NMR free induction signals result from Mo = v Tr(p°l), [20]
the average expectation value of the transverse nuclear spin _ _
magnetization{M, ), that rotates about the direction B§, =~ Wherel, is thez-component of nuclear spin angular momen-

tum, the value ok is given by
(M) =My + iMy) = yAal, +ily) = vi(l,),  [9]

€ = My/(10yh ), [21]
wherel _ is the spin angular momentum raising operator. The
density matrix method is used to calculdhd, ) as whereM,, is the equilibrium longitudinal nuclear spin magne-
tization.
(M) = Tr(pM,), [10] Between pulses, the interaction of the nuclear magneti
moment with the magnetic fielB, and the interaction of the
where the matrix elements are nuclear quadrupole moment with the efg impose a time depel
dence on the density matrix as expressed by
Pnom = Cnc’kml [11] .
dp/dt= (i/%)[p, %], [22]
M om= Y (Ul ; |Up). [12]

in which i is the imaginary quantitjy/ —1 and 7€ is given by
Egs. [2]-[4]. Application of this equation then yields the time
dependence of the density matrix elements,

From these equations, we find that

(M) = ’yh(\/gpﬂ + 2ps + VEPM)- [13]
. L L. . dan/dt = (I /ﬁ)[Em - En]pnma [23]
The RF pulses establish initial conditions on the density

matrix p by causing changes in the wavefunctién whereE,, andE,, are the energy levels of the spin stateand

n as given by Egs. [5]-[8]. Then, with the definitions
S [14] g y Egs. [5]-[8]

. . wo = By [24]
where the matriP represents the action of the pulse ahds
written as a column matrix. The transformation matfixis wg = (m/2)QCA3 co$6 — 1+ msirffcos2p),  [25]
found by solving the Schroedinger equation. The details are not
given here, since they are well known. To minimize the comvhere QCC is the residual quadrupole coupling constant (i.e
plexity of the results while retaining the essential features efqQ divided by Planck’s constant), we use Eq. [23] to calcu-
the models described in this paper, we treat the on-resonatate the time dependence of the matrix elements. To includ
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relaxation, we introduce the transverse relaxation rgtesd where

s,. These relaxation rates describe the effects of rapid local

motions (faster than &) that involve the electric dipole PC1= exd —s,t] [34]
moments of water molecules and electric charges of macro-

molecules. The results are the following time dependences OI‘PC2 exl —s,t]cod wot ] [35]
the off-diagonal density matrix elements that are pertinent in PC3= exf —s;7]exf —s,(t — 7)]cod wo7] [36]
one- and two-pulse experiments: PCa= ex —s,7]exi] —si(t — 7)lcogwg(t — )] [37]
dpoy/dt = i (—wo + wo)par — S1pa [26] PC5= exf —s;t]codwq(t — 27)]. [38]
dps,/dt = —iwgpsr — Spa2 [27] If the second pulse has a 180° flip angle, the signal is th
. same as given by Eq. [32]. The reason is that-ttreand —m
dpas/dt =1 (—wo = wg)pas = S1pa [28]  spin energy levels have the same dependences on quadrup
doJdt = —i(—w + © s o9 splitting (see Egs. [5]-{8]).
Pz (= QP12 = Sipaz 129] Several multiple quantum filters (MQF) consist of a pulse tha
dpos/dt = iwopas — Spp23 [30] is followed by a preparation time which is terminated by two
: ulses that are separated by an evolution tid®). (\When the
dps/dt = —i(—wo — wq)pas — Sipas- [31] P P y o, W

evolution time is very short, the final two pulses comprise &
. . composite pulse. Therefore, the transverse magnetization follov
Phase Coherences for NMR Signal Following One 90° Pulsgy the filter should contain the same coherences as the quad

We use conventional mathematical operations (4 matrix pole echo signal, but with different numerical coefficients. The

multiplications and elementary trigonometry) to evaluate thf(énve_ntlorlw n fthl'ls Paper '3 thz’: the f|rstt pu'}flf defDlnes_hr;:eO.

density matrix elements. By substituting these matrix eleme e signal £) following a double quantum filter (DQ) is then

into Eq. [13], we find that the transverse magnetization in o ) ) )

uniform B, following a 90° RF pulse applied in thedirection DQ(7, t — 7) = —dy(6)[d2(6) + d5_,(6)]

generates the following in-phase on-resonance NMR signal in X o (1) gy (t — 7)

the “real” channel of the NMR receiver: 5 )
dio(0)[d3,(6) — d3-1(6)]

S(t) = (2/5)exp(—s,t) + (3/5)exp(—s;t)cog wot) X g8 (7)qga(t — 7) [39]

= (2/5)PC1+ (3/5)PC2. [32] and the signal7) following a triple quantum filter (TQ) is

This signal is the sum of two phase coherences, PC1 and PC2.  TQ(7, t — 7) = dio(0)[d3,(0) + d3,(6)]?
They are characterized at timby an amplitude and an accumu- X gL (r)gl(t — 7) [40]
lated phase angle. The amplitude is determined by relaxation rates

s, ands,. The accumulated phase angle is the prodift Phase \yhere thet's are reduced rotation matrix elements)and the

coherence PC1 arises from the “central” transition with frequerafS are given ) as

cies that, to first order, are independent of the quadrupole inter-

action (i.e., from the density matrix element). Phase coherence = i (3/5)Y2%exp(—S: 7)Si 41
PC2 arises from the “satellite” transitions with frequencies that Gaa(7) _ (379 A=si) r{(f)QT] [41]
depend on the nuclear quadrupole interaction (i.e., from the dendh(t — 7) = i (3/5)V%ex —s,(t — 7)]siMwo(t — 7)] [42]
sity matrix elementg,, andp,). (1) = (6/25exd —s,7Icodwor] — exd—s,7]}  [43]

Phase Coherences for NMR Signals Following Two 90° Gt = 7) = (6/25)"Hexf —sy(t — 7)]
Pulses and Multiple-Quantum Filters X codwo(t — 1] — exd—si(t — 1} [44]
The in-phase on-resonance quadrupole echo signal (

following two 90° RF pulses phase-shifted by 90° and t
second pulse applied at the timeafter the first pulse is

y) expanding Egs. [39] and [40] and rearranging terms, we ca
express the NMR signals from the quadrupole echo sequen
and the various multiple quantum filters in the form

QE(t > 1) = (2/20PC1— (3/20PC2+ (6/20PC3 S(t> 1) = c1 PC1+ c2 PC2+ ¢3 PC3
+ (6/20)PC4+ (9/20)PC5, [33] + ¢4 PC4+ ¢5 PC5. [45]
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TABLE 1
Numerical Coefficients ¢; of the Various Phase Coherences in NMR Signals from One-Pulse, Quadrupole Echo,
and Several Multiple Quantum Filter Sequences

Phase Composite
coherence One-pulse QE TQ DQ DQ-MA (3DQ — 2TQ)

PC1 2/5 1/10 —(9/40)N2 (6/40)N/2 0 0

PC2 3/5 —3/20 —(9/180)NV2 (3/8)NV2 @sN2 (9/50)N\/2

PC3 0 3/10 (9/40%/2 —(6/40)\/2 0 0

PC4 0 3/10 (9/40%/2 —(6/40)N2 0 0

PC5 0 9/20 —(9/80)NV2 —(9/140)N2 —(1/5)NV2 —(9/50)N2

The numerical coefficients for the DQ and TQ signals andansitions (liquid crystal behavior). This observed splitting
also those for the one-pulse and QE cases are given in Taibl® three separate peaks reflects a high degree of orderir
1. The magic angle filter (DQ-MA), which is the DQ filterof the macromolecules into fairly uniform domains with the
that is modified by making the flip angles of the second arghme orientation iB,. Therefore, there is only one apparent
third pulses be magic angle pulses, is especially usefyl value. The smaller linewidth reported for the central
because phase coherences PC1, PC3, and PC4 are absentahgition compared to the satellite transition might indicate
achieve this result, accuracy of flip angle is very importangats, > s,. Alternatively, this inequality might be caused
The DQ and TQ filters are less sensitive to accuracy of fligy g relatively narrow distribution of residual values.
anglg. A composite filter made f_rom a linear combination of 1t js possible thats, and's, can be different for different
the signals from DQ and TQ filters also nulls these thregmains. For simplicity, the simulations described later in this
phase coherences with less sensitivity to nonideal flip angl&gper assume that all domains have the sgnaads, values.

and with minor loss of sensitivity. Nevertheless, the simulation program can accommodate diffe
As in the one-pulse case, the five phase coherences Rt values

tained after the above two-pulse sequences are also chara(A- “powder” sample in which all domains have the saee

terized by an amplitude that is determined by relaxatiqgndn values has a distribution @f, values given by Eqg. [25].

rates and phase angles that accumulate over certain t'lt—_nzf h of the phase coherences for such samples is the sum tal

intervals: (a) Phase coherence PC1 accumulates no phas_%\./er the Pake powder pattern distribution @ values. The

is due entirely to the central transition. Its amplitude i MR sianal then i i binati £ih ) t
determined bys, relaxation at all times. (b) Phase coherenc signal theén 1S a linéar combination of the various ne

PC2 starts to accumulate phase right after the first pulse aq{pse' coherences obta|.ned ,W't_h the numerical coef‘fluen‘
this accumulation is uninterrupted by the second pulse. @)€n in Table 1. From this point in the paper, the term “PC1,
Phase coherence PC3 also starts to accumulate phase fight: - - -~ Will denote the sum of a given phase coherence
after the first pulse, but the accumulation is stopped by ti&en over all initialog, values.
second pulse. (d) Phase coherence PC4 accumulates n@/e can also encounter poorly ordered samples, such :
phase in the first time intervai but, after the second pulse,Piological tissue and many biopolymer gels, that have do
it begins to accumulate phase as given diy(t — 7). (€) mains with a distribution oégand also ofp values. Such a
Phase coherence PC5 is a spin echo. It accumulates a plféigtation would cause a large deviation from the Pake pow
anglewg in the time interval between the first pulse and théer pattern. As can be shown by simulations, the resultar
beginning of the second pulse. The second pulse reversgs distribution in such samples can be approximately
this value to change the phase accumulatior-ta,7. With  Gaussian. Also, a variety of random physical processes a
further increase in time, the phase angle evolvesggé — described by a Gaussian distribution, including NMR line-
27) so that it increases from the negative valuegr after shapes in many solids. The mathematics of Gaussian dist
the second pulse and is zero at titre 27. At this time, the butions in such cases are well known and give simple
value of PC5 is independent of the value @f. relationships that are useful in deriving the behavior of
NMR signals in limiting cases. In the limiting case of rapid
DISTRIBUTIONS OF QUADRUPOLE SPLITTINGS, motion, these relationships also describe the behavior c
NMR signals from other distributions. Because there is no
Sodium NMR signals from salt-free xanthan gum solua simple equation for the Pake powder pattern distribution
tions (11) and from sodium iodide solutions of-carra- we first examine the behavior of Gaussian phase coherenc
geenan 12) show separate peaks for the central and satellisdd relate them to observable NMR signals.
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FIG. 1. Simulated phase coherences and NMR signals for the static case of a Gaussian distriugolaks with transverse relaxation raggs= s, =
0/20. The horizontal axis in all cases is the time after the last pulse in the pulse sequence in unit{Af The one-pulse signal. (B) The QE signal with
= 1/o. (C) The DQ-MA signal withr = 1/o. (D) The QE signal withr = 10/o. (E) The DQ-MA signal withr = 10/o..

NMR SIGNALS FROM GAUSSIAN DISTRIBUTIONS Phase coherence PC2 decays rapidly after the pulse becau
OF w, VALUES the signals from different nuclei get out of phase with one

another. After the time > 3/o, PC2 is small compared to the
Gaussian Static Model initial value and, even in highly ordered samples (Pake powde

The one-pulse signal for the static Gaussian distribution Bfttern distribution, see later discussion), it appears as min

g is obtained by integrating Eq. [32] over the distribution oyiggles (~=10%) of the NMR signal. Because the individual
wg values: nuclei have phase memory, a subsequent refocusing pulse ¢

produce a spin echo signal.
S(t) = (2/5)exp(—si) + (3/5)exp(—s;t)exp(— o2t 2) The QE signal for a static Gaussian distribution is
= (2/5) PC1+ (3/5) PC2 [46]
QE(t > 1) = (2/20)exp(—s,t)

This signal and the phase coherences PC1 and PC2 shown in _ Y
Fig. 1A are calculated with the relaxation ratgs= s, = ¢/20. (3/20)exrl —s;tJexp(—o~t*/2)

Phase coherence PC1 accumulates no phase. It is due en- | (g/20)ex —s,7]exd —s,(t — 7)]exp(— o272/ 2)
tirely to the central transition. Its amplitude is determinedhy
relaxation at all times. + (6/20)exd —s,7lexd —s,(t — 7)]
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X exgd—o?(t — 7)%/ 2] This sensitivity allows us to use simulations to analyze variou:
B T ) measured NMR signals and extract considerable informatio

+ (9720 ex —s;tJexd —o*(t — 27)%/ 2] concerning size of the domains and the arrangement of ma
=0.10 PC1- 0.15 PC2+ 0.30 PC3 romolecules in the domains. We emphasize the time domai
NMR signals because they can be less ambiguous than fr

+ 0.30 PC4+ 0.45 PC5. [47] quency domain spectra.
Similarly, the DQ-MA signal is Gaussian Diffusion Model
MA(t > 1) = 0.141 exp—s,t Jexp(—o2t?/2) When the domains are not extremely large, the translation:

diffusion of nuclei between domains with differeat, values
— 0.141 exp—s;tlexf —o*(t — 27)*/2]  causesw,, for a given nucleus to be time dependent, with
—0.141 PC2- 0.141 PC5. [48] consequent effects on the phase coherences. As indicated e
lier, it is convenient to adopt the Gaussian frequency distribu

The time behavior of these signals is, of course, determing(an model ¢) in discussing general features of the eff_ects of &
by the behavior of the phase coherences and the value Opme dependeqtoQ. _In .th's. model,w_Q obeys a stationary
Figures 1B and 1C show the QE and DQ-MA phase coherené@gdom G‘?‘“SS'a” d|str_|but|on. Th_e time dependencepis
and the signals calculated fer= 1/o. To illustrate the signals embodied in the covariance function
for longer 7 values, Figs. 1D and 1E show these signals+for
= 10/o. As we show hereinafter, the phase coherences from (wg(Dwqo(t + 7)) = g?exp(—7/7e), [49]
the Pake powder pattern distribution are more complex.

Phase coherence PC2 starts to accumulate phase right af§fhich r, is the correlation time for the time dependence of
the first pulse and this accumulation is uninterrupted by the, The mathematics that leads to this relationship implies the
second pulse. Consequently, the net contribution from tt}% domains are arranged such that the SUCCG&%V%'UGS
nuclei of variouswg values after the second pulse is very smadlxperienced by a nucleus differ by only a small amount, a
unlesst < 3/o (compare Figs. 1D and 1E with 1B and 1Cdescribed by a small-step random diffusion process.
respectively). It is due entirely to the satellite transitions and For the one-pulse case, the application of this model to Ec

the relaxation is due te, at all times. [32] gives the following signal in the “real” channel of the
Phase coherence PC3 also starts to accumulate phase frigkgiver:

after the first pulse, but the accumulation is stopped by the
second pulse. Consequently, the net contribution from the
nuclei of variouswg values after the second pulse is also very
small unlesg < 3/a, but it can be greater than for PC2 because
the second pulse stops the phase accumulation. Here,

Phase accumulation of PC4 commences right after the sec-
ond pulse, as given by the produsg(t — 7). All the phase Fo(t) = exp{—o?ri[exp(—t/,) — 1+ t/7.]}  [51]
angles are zero right after this pulse. Because of the distribu-
tloq of g V?'“es in a sample, the contrlbunong from th?,eplaces the cosine term in Eqg. [32]. Whenis extremely
various nuclei get out Of. ph?‘se and the net gmphtude of trl g, F,(t) is nearly independent of the value fand reduces
;:Jsr;egﬁlr;(;e decreases with time. It behaves like PC2 after IB&he Gaussian decay function of the static case:

The second pulse acts to refocus part of the PC2 phase
coherence from the first pulse and, because of the distribution Fa(t) = exp(—o®t*/2). [52]
of wg values, phase coherence PCS5 forms a spin echo at time
t = 27. The amplitude of this echo does not depend on tiitowever, in the motionally narrowed limit wherf72 < 1, the
value of wg in this static case. However, as shown in th&unctional form ofF(t) is the exponential decay function
following sections of this paper, any time dependence»gf
decreases the echo ampll'tude. This decrease augmgnts the F,(t) = exp(—o?tr,) [53]
decrease caused yrelaxation. Because the echo peak is far

after the end of the pulse sequence, the echo amplitude isd h L ﬂ inal Ise is th
especially sensitive to any time dependencesgf and the transverse magnetization after a single pulse is the st

Each time domain NMR signal is a different linear combiQf two exponential decays,

nation of the phase coherences. Therefore, the various NMR
signals are sensitive in different ways to thg distribution. S(t) = (2/5)exp(—s,t) + (3/5)exp(—sit) [54]

S(t) = (2/5)exp(—s,t) + (3/5)exp(—s;t) Fo(t). [50]
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where coherences when the,, value of a nucleus undergoes random

transitions among the values of a stationary distribution. COR
S)=s, + 0?7, [55] VUS is adaptable to different models of incompletely disor-

dered systems.

This result shows that residual quadrupole splitting can give al© évaluate®(t), we assume that a spin experiences &

biexponential relaxation decay in the motionally narrowegPnStantg for periods of various durations DUR. The value

limit even whens, = s,. Consequently, in this case it isOf PUR is chosen randomiy2Q):

inappropriate to use the observed biexponential rates to obtain

a single correlation time to explain transverse relaxation. Un- DUR = —.log.(RND), [59]
recognized quadrupole splitting can be the dominant factor in
causing observed biexponential transverse relaxation. where RND is a new random number between 0 and 1. At th

The same behavior occurs for the QE signal following two 9Gfitial time, a value ofwg is chosen randomly from the distri-
pulses and the MQF signals. With proper definitio ¢fie cosine bution. At the end of the period DUR, a new value« and
terms in PC2, PC3, and PC4 of Eq. [45] can be described by Hae next value of DUR are chosen randomly. The valuéof
[51]. The final phase coherence, PC5, behaves differently, her a given nucleus aftem durations is given by
cause the second pulse reverses the phase accumulated up to time
7. The cosine term in PC5 is replaced by the expressiphd N

®,= > wgDUR,. [60]

Fs(t > 1) = exp{—o?72[t/7e — 3 — exp(—t/7,) i=1

2 expmrir) + 2 ex—{t T)/Te}[é}é] For the spin echo, the value df accumulated from timeé =
0tot = 7is multiplied by —1 and further phase accumulation
Note that whenr is very small, Eq. [56] reduces to Eq. [52]obeys Eq. [60]. To simulate a motionless system, a duratio
(which is the one-pulse case) and Eq. [33] reduces to Eq. [3@]eater than the longest time in the computer experiment can |
When the conditiongrr > 1 andor, > 1 are met simulta- added to Eq. [59].
neously, a distinct spin echo (PC5) centered at tirse2r is In the Gaussian distribution random jump model, CORVUS
formed. Also, wher?72 < 1, the functional form of5(t > 7) generates theq value as follows:
is the exponential decay function
0o = 0 GRND, [61]
Fs(t) = exp(—o?tT,), [57]
where GRND is a Gaussian random number gener@Bdfy
the same as Eq. [53].
12

Gaussian Distribution Random Jump Model GRND={> RND,} — 6 [62]

As mentioned earlier, samples can be poorly ordered so that the =1
overall wg distribution is nearly Gaussian. However, when the _
domains are arranged so that successiyealues experienced by in which each RNDis a new random number between 0 and 1
a nucleus can differ by large amounts, the Gaussian diffusigAd the rms value of GRND is 1.
model is inappropriate and a Gaussian random jump model might
be a better description of the time dependence®f NMR SIGNALS FROM POWDER PATTERN
The basic task in using Eqgs. [32] and [45] to describe DISTRIBUTIONS OF wq
transverse magnetization when thg value of a given nucleus
is time dependent is to evaluate averages of phase accumBl@wder Pattern Random Jump Models

tion terms that have the form caif{t)], where In contrast to the Gaussian models, the calculations in th

CORVUS powder pattern models are based on domains th
t are tagged by orientation iB,. We assume a powder pattern
D (t) = f wq(t)dt, [58] distribution of¢ and¢ values. The values ab,, are generated
0 by inserting6 and ¢ values into Eq. [25]. Let RND denote a
random number between 0 and 1. Note the average vall
in which the distribution ofw(t) values is stationary. The (RND?) = 1/3. Also, for a powder pattern we have the average
personal computer program CORVUS (Computations on Raralue (cos6) = 1/3. Therefore, CORVUS chooses an initial
domly Vitalized Uplifted Spins) is a simulator of the phaserientation® with a random number generator,
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cosh = RND [63] jump. The time behaviors of the other phase coherences a
much less sensitive to jump size.

CORVUS includes a powder pattern model that enables u
to investigate the effects of various jump sizes. The initial
and chooses the initiab by generating a new random numbeprientation is generated randomly by Eqs. [63]-[65]. Subse
and defining guent orientations are then generated by angular rotatior

(instantaneous jumps) through the designated afyglbout an
¢ = 27 RND. [65] axis whose orientation is also chosen randomly by these equ
tions 0). Reorientation by small jump angles approximates

) ) ) _ . rotational diffusion. When this angle is small, the definition
After a residence time duration given by Eq. [59] with a new

random number, a new orientation is chosen with the preceding
equations.

Using this scheme, we can simulate the phase coherencesv\}‘ﬁ(rere is the random jump time for this small angle (gener-
domains with chosen values of QCC amd We can also & jump ge (g

perform simulations for less-than-perfect uniformity of doz-ited by a redefinition of Eq. [59)), relates this model to the

mains. For example, we can let QCC values vary randomf)(zuﬁzzg (ilfff;ggr;i\;%uee._vghzrg :nzg:xndoT:;itlier?ec’);htT]e
between lower and upper limits and we can allgwo vary b - craep P y

randomly between 0 and 1. Alternatively, we can chooset ird power of,
value ofn and let the consecutive QCC values vary randomly
over a Gaussian distribution that is centered on the average

QCC value. We can easily generate other distributions with ) o o
random numbers. for both Gaussian and powder pattern diffusion. This diffusior

Many different “random” distributions of numbers VRND deépendency is analogous to the echo attenuation caused

can be generated to define QCC distributions by generalizifignslational diffusion in a magnetic field gradient.
Eq. [62]: he corresponding dependency for both the Gaussian ar

the powder pattern random jump models is much differen
from that of the diffusion models:

sin26 = 1 — RND?, [64]

Ty= 037, [67]

PC527) = a exp(—2s,7)exd —ar®], [68]

\

VRND = {3, RND}} — (V/2). [66] PC527) = B exp(—2s,7)exd —br]. [69]
i=1
' o . In Egs. [68] and [69]a, b, @, andB are constants and may be
WhenV = 1, we obtain a square distribution. A triangulagifferent for the different models. With increasing “diffusion”

distribution is obtained witlv = 2. For larger values o we  jump angles, there is a transition of the dependency of PC5 c
obtain bell-shaped distributions with different shapes. Thesgrom Eq. [68] to Eq. [69].

shapes can be characterized by the ratio of the fourth moment

to the second moment of the distribution of VRND. kb 12 SIMULATED NMR SIGNALS
(“Gaussian”) this ratio is 2.92, which is very close to the

theoretical value, exactly 3. This small difference is expectetiime Behavior of Phase Coherences
because a true Gaussian distribution extends to infinity,

whereas these distributions are truncated. To simulate NMR signals for various models of motion and

guadrupole frequency distributions, it is efficient to compute
the individual phase coherences and then use the numeric
coefficients given in Table 1 to calculate signals from specific
The CORVUS powder pattern random jump models d®F pulse sequences. The simplest frequency distribution
scribed earlier are different from diffusion models because th&aussian; the most complex distribution is the powder patter
allow large changes in consecutivg, values. In the limiw®r2  with asymmetry parametey = 0. These distributions are very
< 1, all of these models give similar results. The case different from each other; therefore, simulations with both are
infinitesimal consecutive changes in orientation with a singhown in this paper. Because the qualitative dependences
value of QCC andy = O (i.e., rotational diffusion) has beenthe signals om, are similar for the diffusion and jump models,
treated previouslyg). However, when this limit is not met, the simulations only from the random jump models are shown. Ir
diffusion and jump models predict different dependences of tléscussing the general effects of quadrupole splitting on NMF
transverse magnetization on the valuerg{3, 4). The math- signals, it is convenient to scale the time values in pulse
ematical relationship between the amplitude of PC5 and thequences to & Figure 2 shows the phase coherences simu
value of ., depends critically on the size of the reorientationdhted with the Gaussian and powder pattern distributions fo

Powder Pattern Diffusion Model
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FIG. 2. Simulated phase coherences for the dynamic random jump cases of the Gaussian and powder pattern distribgticaisiesf with transverse
relaxation rates, = s, = 0 and exchange time, = 30/o0. (A) Gaussian distribution witr = 1/0. (B) Gaussian distribution withr = 6/0. (C) Gaussian
distribution withT = 10/o-. (D) Powder pattern distribution with = 0 andr = 1/o. (E) Powder pattern distribution with = 0 andr = 6/0. (F) Powder pattern
distribution withn = 0 andr = 10/o. The horizontal time axis is the same as in Fig. 1. The phase coherences are coded the same as in Fig. 1.

values ofr = 1/o, 6/0, and 106 with 7, = 30/o. To emphasize range ofor, values. To emphasize the effects of quadrupole
the effects of residual quadrupole splitting, weset s, = 0 splitting on the signals, the relaxation decay rageands, are
in all cases. It is evident that the shapes of the coherendgsh chosen to be the same valud20. Again, we scale the
depend strongly on the distribution ef, values. The powder time values in these simulations tas1An the powder pattern
pattern frequency distribution gives phase coherences that caistribution, as we decreasg the wiggles decrease in ampli-
tain prominent wiggles whenr, is large. The Gaussian dis-tude. Whenr, approaches #, the period of the wiggles
tribution gives coherences that do not contain these wiggl@screases, representing exchange narrowing of the spectru
When feasible, NMR powder pattern signals simulated hyheno?r2 < 1, the initial portion of the curve is an exponen-
CORVUS were validated by comparison with signals simual decay, obeying Egs. [54] and [55]. The signals for the
lated by use of the general NMR simulation prograngaussian random jump model, in contrast with the powde
ANTIOPE (22) provided by J. S. Waugh. pattern signals, change little with decreasinguntil 7, ap-
. proaches Xt because the wiggles do not occur. With further
One-Pulse NMR Signals decreasing, values, the curves for these two models becom:
Figure 3 shows the computed NMR signals for the randonncreasingly similar and are virtually identical whem, = 0.1.
jump powder pattern frequency distribution fgr= 0 and for For both of these models, the initial portions of these curve
the Gaussian random jump model plotted versus time forage Gaussian and virtually indistinguishable whenr is not
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1.0 and are related to the signal following one pulse, with appro
0.8 A priate choice of specific time interval. The preceding simula:
o tions indicate that there is no clear, direct indication of residua
£ 08 |- quadrupole splitting in the one-pulse signals from very disor:
04 b\ dered samples (i.e., absence of wiggles such as occurs with
02 NG Gaussian distribution). However, phase coherence PC5 forms
spin echo at timg = 27 that is caused by the quadrupole
°-°o 5 1'0 1'5 2'0 e splitting and is most prominent in the quadrupole echo an
DQ-MA signals. Figure 4 shows the quadrupole echo ant
1.0 DQ-MA signals att = 1/o, 6/o, and 104 for the powder
08 B pattern random jump model and Gaussian distribution randot
o jump model forr, = 50/0 ands, = s, = ¢/20. The Gaussian
g 06 signals in Fig. 4 show that, even in a disordered sample wit
< . . .
041\, exchange between domains, PC5 provides a prominent sp
o2 L S echo that results from residual quadrupole splitting. Figure !
shows the quadrupole echo and DQ-MA signals &t6/0- and
0.0 : ' ' ' 10/o from the Gaussian distribution random jump model for
0 5 10 15 20 25 . . .
exchange that is faster than used in Figrd= 10/c. Com-
10 parison of Figs. 4 and 5 shows that the spin echo amplitud
08 C (PC5) is especially sensitive to the exchange timeand
o 06 decreases with decreasing valuesrof
& \
04 \:
N DISCUSSION
02 |
0.0 . . . . Transverse Relaxation in the Motionally Narrowed Limit
0 5 0 15 20 25
The NMR signal characteristics in the motionally narrowed
1.0 limit for the Gaussian distribution abg, values also apply to
08 | D signals from the other frequency distributions ang time
o dependences presented in this paper. The successive value:
g o6 ) . |
E wq for a given nucleus in the Pake powder pattern frequenc
0.4 - distribution are determined by the orientations. When the cor
02 L dition ¢®72 < 1 is met, the phase angle accumulated during
. . . . residence in a given value af, is much less than 1 radian (i.e.,
0'00 5 10 15 20 25 07, < 1). This limit is met when the domains are sufficiently

small so thatr is also small. Because this is also the condition
for validity of a small-step diffusion model, all these models
FIG. 3. Simulated one-pulse NMR signals for the powder pattern distragree with the Gaussian frequency distribution diffusion
bution with n = 0 (solid line) and the Gaussian distribution with transversenodel, and it provides a convenient mathematical framewor
relaxation rates, = s, = 0/20. (A) 7, = 30/ (B) 7. = 3/0. (C) 7o = 1o.  for presenting the results of the various models in this limit. In
(D) 7. = 0.1/o. The horizontal time axis is the same as in Fig. 1. C e . . . .
this limit of motion, s, in all the NMR signals treated here is
effectively replaced bg, = s, + o7, This holds for all of the

small. This is characteristic of transverse magnetization ij distributions and time dependences described in this pape

samples with nonrandom orderingX-27). Because of thiS rharefore; short-range residual quadrupole splitting can caus
initial Gaussian character, conventional interpretationTof peynonential transverse relaxation behavior in all these NMF
measurements in terms of exponential functions can overegbneﬂs even whes, = s,. Whens, ~ s, and, is sufficiently
. . . . e

mate the number of nuclei with the shoryvalue. This can gnort 5o thav?s, < s, the transverse relaxation can appear tc
cause deviations from the 60/40 ratio of short versus 609 o monoexponential.

components. Errors in quantitation of the number of spin 3/21he central focus of this paper is on the effects of the strengt
nuclei in the sample can also result. and of the time dependence of the residual quadrupole interactit
. . . on the NMR signals following several different RF pulse se-
Quadrupole Echo and Multiple-Quantum-Filter NMR Slgnalsduences. These effects are parts of the exchange/motional narrc

Phase coherences PC2, PC3, and PC4 include phase aitmuproblem 7). Of course, ther, values can contribute to the

mulation that starts at particular times in the pulse sequerdistribution of correlation times described by Spring8,(29. In

ot
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FIG. 4. Simulated QE (A, B, and C) and DQ-MA (D, E, and F) NMR signals for the powder pattern distributiomwtt® (solid line) and the Gaussian
distribution with transverse relaxation ratgs= s, = ¢/20 and exchange timer, = 50/0. (A and D) = 1/o. (B and E)r = 6/c0. (C and F)r = 10/o. The
horizontal time axis is the same as in Fig. 1.

the domain model, we assume thgais large compared to &).  different orderings of macromolecules can be included in th
The residual quadrupole interaction is relatively ineffective idomain concept.
causing the energy level transitions that dominate in the spectral ) "
densities]; (wy) andJ,(2w,) because (a) it is small compared td?€tection of Residual Quadrupole Splitting
the ?Na nuclear quadrupole interaction with the electric dipole The quadrupole echo RF pulse sequence is the most diret
moment of a water molecule or with an electric charge and (b) thenplest detector of residual quadrupole splitting and exchanc
spectral density is proportional to the square of the interactiasf.sodium ions between different domains, especially wien
However, it can be the dominant factor in determinig@®) or the is large. Many samples might have domains that have a ranc
shape of the NMR signal. of QCC andny values, making observation of residual quadru-
Many of the characteristics 6fNa NMR signals in aqueous pole splitting from wiggles on the one-pulse NMR signal
heterogeneous samples can be described within the conceptiffitult or impossible. In the absence of exchange, the refo
framework of domains with different residual, values and cusing action of the second pulse produces the spin echo
with migration or exchange of Naions between these do-timet = 27 from PC5. The spin echo amplitude is independen
mains. The observations of quadrupole splittingZ@la in of the exact QCC ang} values and provides a ready means of
“powder samples” of xanthan gum solution$1) and k-car- detecting residual quadrupole splitting. With the onset of ex
rageenan solutiond ) indicate large values af such thairr, change, the sensitivity of the spin echo amplitudet@ndor,
> 1. Also, biexponential transverse relaxation GNa in allows us to determiner,. However, if the sample is com-
agarose gels30Q) without apparent quadrupole splitting agreepartmentalized so that only a fraction of the nuclei have 0,
with the conditiono®2 < 1 so thats, is effectively replaced by the DQ and, especially, the DQ-MA signals might be prefer-
S| = s, + o?1.. If the conditions, ~ s, is met, the biexpo- able for analyzing many complex systems. This is because tf
nential relaxation character means thais sufficiently long to DQ-MA signal contains only the contributions from the satel-
causer’t, > s,. If we continue in this progression, we see thdite transitions.
the reported monoexponential transverse relaxation in gelatinThe initial value of MQF signals, right after the pulse
gels (L, 30 agrees with effectively smaller domains, compareskequence, is zero. Because of this important property, the MQ
to agarose gels, such thatr, = s,. Generalizing this concept signal is zero at all later times unless some of the phas
of domains, it is possible to have hierarchies of domains sucbherences have different dependences on time. To observe
that clusters of small nonrandomly oriented domains are thenenzero MQF signal for times> 1, theminimumrequirement
selves ordered into larger domains. In this way, a variety f eitherthato # 0 ors, # s,.
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FIG. 5. Simulated QE (A and C) and DQ-MA (B and D) NMR signals for the Gaussian distribution with transverse relaxatia ratgs= ¢/20 and
exchange time, = 10/0. (A and B) r = 6/0. (C and D)7 = 10/o. The horizontal time axis is the same as in Fig. 1.

When o = 0, that is, when there is neesidual local efg, embodied in the values of and .. The DQ filter gives
there is no echo signal and both the DQ and TQ filters giveegative signals when= 5/¢. Because the negative excursion

signals that obey the equation is the greatest when~ 1/o, the measurement of the DQ signal
as a function ofr allows an estimate of the value ofeven
St> 1) = Clexd —s7] — exd—si7]} when the ordering in the sample is poor.
The DQ-MA filter is more incisive in this estimation, be-
xfei-s(t— )] - exf-st— ), [70] Q

cause it includes only the phase coherences PC2 and PC
These coherences depend onlysprnelaxation and on residual

for the TO filter is 0.159. Th " I qguadrupole splitting, but have maxima that occur in different
and for the TQ filter is 0.159 e conditia # s, allows a e periods. Wherr # 0, and when we increase the prepa-

nonzero MQF signal. On the other hand, the DQ-MA filter and " ; . . . )
QF sig Q fation timer starting from zero, the DQ-MA filter time domain

the composite 3DQ-2TQ filter both depend on relaxation ratt | ch foll heri h . ¢
s, only and their MQF signal is zero when there is no residug9"& cnanges as follows. Whenis zero, the magnitude o

local efg. This feature makes these filters specific for t{is signal is Z€r0. Wi,t,h somewhat larger valuesroa signal
detection of residual quadrupole splitting. appears with a “peak” that occurs at time< 1) ~ 1/o after

When o # 0, all of the MQFs can give nonzero signaléhe pulse sequence. With increasingthe magnitude of thg
even whers, = s,. In the case of rapid exchange®? < 1), peak of this signal increases anq passes through a maximt
the MQFs can give signals that are approximated by Eq. [7]'€n7 ~ 1/o. Then, with further increases in this peak in
becauss, is replaced bys, = s, + 0?7, Whenor, is larger the time domain signal moves to greater times and eventual
in value, the various filters give signals with different tim@ccurs att = 2. Simultaneously, the signal shape become:
dependences after the pulse sequence. The TQ filter sigi@re complex. Because of the absence of wiggles, the signe
has the same algebraic sign at all times and the resid{i&m the Gaussian distribution are the least complex. When
quadrupole splitting shows up in the shape of the timélistinct echo signal occurs, the absence of wiggles may impl
dependent signal. This shape depends on the order in that a Gaussian distribution is a reasonable description of tr
sample and on the values ef anda,.. Even though the TQ g values for the sample.
filter gives the greatest signal amplitude, its utility in dis- As shown in Fig. 4D-F for the Gaussian distribution, in-
criminating quadrupole splitting whex} # s, is the weakest creasing the preparation time to values greater than 3/o
among the multiple quantum filters. causes the DQ-MA signal to remain very small for increasingly

The effects of ordering and structure in the domains ageeater time intervals. This time interval has significant con

where the numerical coefficiel@, for the DQ filter is 0.106
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FIG. 6. Simulated time domain DQ-MA NMR signals of the Gaussian distribution in Fig. 4 and the frequency domain spectra of these signals. The hori
time axis is the same as in Fig. 1.

sequences in the NMR spectrum that is the Fourier transfofive phase coherences can aid in interpreting and quantifyin
of this time domain signal. Figure 6 shows the Fourier transene-pulse, QE, and multiple-quantum-filter signals from spir
form of the Gaussian distribution DQ-MA signals of Fig. 4. FoB/2 nuclei. This has been demonstratdd)(for **Na in a
preparation times shorter thar~ 3/o, the Fourier transform sample composed of 1.0 ml of 100 mM aqueous NaCl an
gives a spectrum with a broad peak which is superposed 00.8 g xanthan gum. We have also obser¢éda quadrupole
narrower peak that is of opposite algebraic sign. For prepasglitting in other agueous biopolymers such as welan gum ar
tion times greater tham ~ 3/o, the increasing time range ofrhamsan gum. When interpreting such data it should be rea
small signal values gives an increasingly complex spectruired that, becauss, and o are both active in the same time
Wiggles appear and the number of them in the spectruntervals, a value of the spin echo amplitude that is less than tt
increase with increase in These wiggles from the “wiggle value of coefficient5 in Table 1 can be a consequence eithel
free” Gaussian quadrupole frequency distribution result frowf s, relaxation or exchange between domains of differegt
the time shift of the signal maximum and do not represemtilues, or of a combination of both possibilities.
structural parameters in the sample. It is clear that the shiftOne last point worth mentioning is that agarose gels give
of the time domain signal maximum to longer times givea null DQ-MA signal and hence do not show direct evidence
spectra that are increasingly difficult to analyze and that tleé quadrupole splitting such has been reported for biologica
time domain signal gives more direct, less ambiguous infdissue (., 2). Therefore, gels of a different biopolymer, such
mation. as xanthan gum, may be more appropriate phantoms fc
The preceding results suggest that simulations based on4f¢a in biological tissue.
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CONCLUSIONS 11. L. Bezemer and J. C. Leyte, Behavior of native xanthan in the
biphasic region: a 2*Na counterion NMR study, J. Phys. Chem. 99,

Residual quadrupole splitting from anisotropic interactions 3743-3747 (1995).
between quadrupolar nuclei and local ordered arrangementgfJ. Borgstrom, P.-O. Quist, and L. Piculell, A novel chiral nematic
macromolecules can greatly affect the NMR signals following Phase in aqueous «-carrageenan, Macromolecules 29, 5926-5933

one-pulse, QE, and MQF pulse sequences. This splitting acts as\199)-

a tag that sensitizes the nucleus to the macromolecular arrangeX- Reddy. S. Ui, J. B. Kneeland, and J. S. Leigh, In vivo sodium

hat i . it diff in th le. Fail multiple quantum spectroscopy of human articular cartilage, Pro-
ments that it eéxperiences as it diffuses in the sample. Failure to ceedings of the International Society for Magnetic Resonance in

recognize the results of residual quadrupole splitting on NMR  Medicine, Fourth Scientific Meeting and Exhibition, Vol. 1, p. 32,

signals can lead to misinterpretation of NMR relaxation mea- 1996.

surements. The signals from these pulse sequences can4b@®. E. Woessner and N. Bansal, Effect of motion on quadrupole

simulated for many different structural and dynamical physical splitting of spin 3/2 nuclei, Proceedings of the International Society

models. These simulations can be used to interpret NMR for Magnetic Resonance in Medicine, Fifth Scientific Meeting and
. . . . Exhibition, Vol. 1, p. 247, 1997.

signals in terms of the physical parameters in these models, ) )

leading to increased understanding of structure and ion binditiy P B Woessner, unpublished calculations (1978).

in samples such as biological tissue and biopolymer gels. 16. G. Jaccard, S. Wimperis, and G. Bqdeqha_usen, Multiple-quantum
NMR spectroscopy of S = 3/2 spins in isotropic phase: A new

probe for multiexponential relaxation, J. Chem. Phys. 85, 6282-
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